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A History

[ 1948 ] Groundbreaking article by Claude E. Shannon

‘A mathematical theory of communication”

introducing the definition of capacity
iIn communication systems:

The channel capacity is a measurement of the maximum
amount of information that can be transmitted over a
channel and received with a negligible probability of error at
the receiver.

“Information is the resolution of uncertainty.”

C =B, log 2(1+ SNR) ClaudeiEmMUREN
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PDF: additive noise

y=X+n

P(Y1|X1) = 0.451557;
P(Y2|X1) = 0.046001;
Error probability: 0.5%

X2 =-1

Y2=-1

P(X2) =0.5

P(Y1|X2) = 0.046001)

P(Y2|X2) = 0.451557) |1

H (Y) = _Z P(Yn) Iogz P(Yn)

H(Y | X) :_Z P(Xk)z P(Yn | Xk)logz P(Yn | Xk)
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Detection problem

X 6[1,2,...,32]

Search constraint:

Search strategy:

oO

answer can be YES/NO

bisection method or
interval halving or
binary search or
dichotomy method.

e |

Lv)
|

o
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Binary channel

5 answers YES/NO =) 5 bits of information

| =log,M =log, 1+£2
O

Hartley's law: quantity of information M, which is necessary for
detection the specific value, Is the base-2-logarithm of the number of
distinct messages M that could be sent.

Prx|IH PryAf
CSISO = Bf 10g2 (1 + s |L ”) — Bf lOgZ (1 Iy TXZ 1)

On On
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Complex channel model

Ideal complex channel model y B
?
Consider two antennas A and B. Tx-signal is x; Rx-signalis v h -
Channel (Tx = A) - (Rx =B): y=hx; h=/ge"? X
AOY

Channel (Tx =B) - (Rx=4): y=h"x; h* = \/Ee"?‘:’?

Transmitted and received power are connected as follows

p(y)=yy=h"h-x’x=h"h-plx) =g p)

- P
I=log2<1+g )

g 1s power loss on the path Tx — Rx o2

@ 1s phase shift on the path Tx — Rx
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Basic LOS MIMO channel

MIMO channel model

Ny Tx-antennas (antenna array AA on BS side) — one Rx-antenna (on user side)

General model

Simplified model
(AA constructive size << distance AA-suser)

T
H) = (k] 0} . hl)

nh = |hile¥n; g =1.2.. Ny

[1i] = |nf|; @ = 1,2...Nx

Channed vector
Ad—user j r [HI =W/ (1,1.. )T
181 = (Il ] . I ) |
T
@' = (ol.9!..04,)
Collineanty of channel vectors AA-user j and  AA-suser k
Definition HkQCAH':Cgchc‘o
: |H1* = el - 1HI! S G :
Fedefiniton Q*—¢’=w-(1.l...l)" OF -/ =y-(11..1)
%) 1)’ V)
Test N (20 A A
RO 7oy

Nx
1 2
Vi) = WZ(% -¥)
e .
-
x &=t

Vo) = (2/3)-=* is varance of phase
difference 1 if both phases are independent
and uniformly distrbuted n [—x ... )

: Distance
defines ¢

If two users j and k are located on
the same beam then their channel
vectors are close to collinear
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Multiple Input — Multiple Output Communications
. MIMO channel _ _

Channel

P
@
0 = A oo
Q b~ — ) D .,
e, @ E Matrix H Q >

“om | 2 2 [

S 2 |

-

transmitted vector received vector

y =HX+n

xeC"lyecV*l H = Rl/QN(O, I) € @
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MIMO model

MIMO model

Ny Tx-antennas
Ny Rx-antennas

N Datastreams N < rank(H)

There are transmission on the same time-frequency resource

N/

B

post-processing

Rx € Tx

w
precoeding

Vector/matrix | Rows | Columns | Description
S N 1 Vector of input signals in data streams
X Ny 1 Vector of signals generated by Ny Tx-antennas
Y Ny 1 Vector of signals received by Ny Rx-antennas
Z N 1 Vector of output signals in data streams
w Ny N Precoding matrix; X = WS
H Ny Ny Channel matrix, ¥ = HX
B N Ny Post-processing matrix, Z = BY
T N N MIMO map matrix T = BHW

MIMO maps § = (X =WS) - (V =HWS) - Z=BHWS =TS

We target to minimize the interference between data streams. Zero interference means that
vectors of Cartesian basis in S-space are eigenvectors of T, eigenvalues are real positive

ZI=TSI =3,87;2,>0; 5= (0..0,1,0...0)7 : component # j is 1

Thus desired form of T is diagonal matrix.

T
MiMO map

Page = 11

Vladimir Lyashev



MIMO model: SU/MU

Matrix H is beyond our control. We can control matrixes W; B under the assumption that
H 1s known. There are two following DL cases

MIMO case

Comments

SU (Single User)

All Ny Rx-antennas belong to one UE

All' N data streams are for this one UE.

Due to this post-processing 1s possible (B 1s related to this one UE).
Due to this total channel S — Z can be optimized

MU (Multi User)

There are Ny users with one Rx-antenna each.
One data stream corresponds to one user.
N=Ny =Ny; Z=V;B=1

Due to this post-processing is impossible.

& 7
‘ B ) H W
F H]
I
() L
4 4

[

-

pracading
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SU MIMO

SU MiMO

We use Singular Value Decompaosition (SVD) H = UDV"

Vectorimainx | Rows | Columns | Description

Ny | Ny | Undarymatnx V°V =VV* =1

Ny Ny Real diagonal matnx dyy = dyy = - > 0
Ny Ny Undary matnx U°U = UU" =1

Ny 1 2=V'X; XRXR=XVWX=XX
Ny 1 $=Df; Y=UY; YY=0F

== o(=

Select B' = U ;W =V (only first N columns of U; V) MIMC maps vectors as follows

§1— (X1 = WSI) = (8 = V'WS! = §7) = (P = DX/ = d,,$")

— (¥ = U?! = d,US)) » 2! = BY! = d,,BUS! = d,;§/

$ =

e

Data streams with low serial numbers have better channel (dy; = dy; = -+ > 0) Tx-power Rx ':.n ,,,:,v.,,'
hendiing is tnwal
|S
N N
Dslst wx=) gx1; ) =vs!
=1 =1 Y
= (s/X!)'s}x! = (s}vs!)'s/vs) = (s} Y- () vvs! = (s}) X
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MU MIMO

Matrix T has to be diagonal with real positive diagonal elements

TeHW =DA (T =HW =D ;T=TA; W =WA4); A=diagla, a;..ay)
Casel HH' =D

HW =D » W=H" ;T = HH" ; W = H'A - Maxmum Ratio Transmission precoding

Case 2 General H offullrank, N < Ny Equaton HW =D ; D =] hasalotof
solusons We cheose pseudo-nverse one with mimmum || 1] (Frobenius norm)

HW =l «» We=H' W«H'A Zero-Forcing precoding

There are two ways for H* computation
1. Tikhonov regulanization approach: H* = nligu‘nc(H'H +al)"*H"

2 SVD approach (H = UDV") H* =VD*U*; D* =D" D is D withinverted d,
MIMO maps vectors as follows
§) = (X! = qyWs!) = (V! = ayHWS! = q;§!) = 2! = q;S!
Parameters «; are determined from Tx-power limitabons
N

N
$= z s/S! = X = Zs/m i X =aws
1=1 =1

Rx € Tx precoding

=Y

=Y

v

pé‘ - (s,’xf)'s/xl - (s,'a,)z(wy)'ws' - (s;a;,)2 - ph./(WSs/) Ws!
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Interference between data streams in MIMO

Interference between data streams in MIMO
Theoretically, signals in output data streams are free of interference o -
N N m N T
S = Z s}.jSI - 7 = Zsjizi ; 21 =TS) = 3,8 | 1 = MIMO map —
j=1 /=1 -
1 - 1§
In practice, matrix T can be not strictly diagonal and interference can occur .4_’3 SS
. - . T
T=BXHXW
In this case, SIR for data stream # | can be computed as follows
SIR/ = (5727) S}IZ;/ Z (skzX)’ stz (sj) - ”/ Z () ttys = One of the k_ey goal |_n ereles_s :
L =1 communication algorithm design is
minimize interference:
2 . p e 't‘k / . . -
£t / Z (ska) gty = 55 S};J 1::;517 / Z (WTsk;k T * Way #1: T — diag matrix
" s Way #2: 7?7
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Vector Precoding
R

The set of equations that describe the MMSE solution for vector precoding are:

y =Hx+n Using SVD, the matrix H can be
diagonalized by orthogonal matrices
Set x=ps that U and V

H=UxAxV"

2
2

p =arg minHHH (HHH +R,, )_1y—|f)s
p
Thus, Y =[UxAxV]x+n by transmitting X = XV

Instead of x and pre-multiply the receive signal by vector UH, the transformed received
signal vector becomes:

Y =U"y =U"[UxAxV" |x +U"n=Ax+0

xV

In TDD systems, the channel is the same on transmitter and receiver, but it is changing in

time and robust precoding of the channel is challengeable problem in wireless comm.
— —_— — w
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Open Problems in Wireless Communication

AMULTI-USERS SYSTEMS

(CDMA, SCMA, MU-MIMO, etc.)

AMULTI-ANTENNA SYSTEMS

(massive-MIMO,
cell splitting/antenna selection,

precoding/beamforming)
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MIMO System Evolution

MORE spectrum efficiency — MORE antenna elements
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Capacity of the system and linear space extension

Prx |IHI| PryAf
Csiso = Brlog, [ 1+ 2 = Brlog, |1+ Tl)
n n

CMIMO — Bf 10g2 d@t(l + HQHH)

Pry P« — power of single transmitter;
Q > 0,trace Q < > N+ — number of transmission
NTXO_n antennas;

Q — covariance matrix of
transmitted signal.
In current product it is required matrix operations for
Ngg (6...110) matrices with size 4x4 ... 128x128 per 1ms or less

In future Ngg can be extended to 500, and time scale can be reduced 10 times!!!
Vladimir Lyashev
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What is channel matrix ?

H=UAVH = HV = UA = u, = Aile] _ Ail[h1 hy . hylv

R’T [NNXl ) Nle( ) NNXl(O,I)] v, =
— R,T/2 [0a N N0, 1) 4 vpNN*1(0, 1) e+ o N0, T)] =
— A_iRT{QNNX1 . ) ) — )%NNXI(OaRTX')'

Actually, the spatial correlation matrix Rpy is depends of angle of destination (AoD).
Thus we can build egenspace matrix U from defined vectors u; and correlation matrix
UUH . which are similar to Wishart matrices with some constrain on eigenvalues \;
distribution.

In our assumption, egenvalues can be defined as

2
5, €009

<

(0

1
Ai—1 i>2
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Spatial Channel Model

Cluster #
Subpath m

MS direction
of travel

&ﬂ,m,ﬂoﬂ

- r
] " . .
- a
= I'-':ll--.-_'_ - .l
d - — Y 1
_— 1 r
b - oy 1
- T L] I'H
= [ =
] " L
r

BS arra

: : L
BS array broadside  p1g array broadside MS array
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Spatial Channel Model

(k) .

I

Cluster 17y

A Sl Receiver

Cluster LM Tg'i}

SIS SIS S
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Spatial Channel Model

11n allows for up o 4 sireams
of MIMO spatial multiplexing 600 Mbs -
600 Mb/s 4 spatial streams,

4x4:4 minimum

450 Mbis -
3 spatial streams,
3x3:3 minimum
= L
300 Mbls -
2 spatial streams,
40 MHz channels 2x%2:2 minimum
instead of 20 MHz
Original 135 Mbls - g
802.11ag
OFDM
54 Mb/s
Improved OFDM 52 subcarriers vs. Reduced guard interval between OFDM symbols x
48 for original 400 ns instead of 800 ns ' o
L3

65 Mb/s 150 Mb/s

Vladimir Lyashev



State-of-the-Art Problem

o _ —Hx+1h
To solve the matrix equation as detection problem y =

M% — maX
Maximize Signal-to-Noise Ratio for better performance Iln”2

¢(1+H
User grouping for better throughput y 1082 det(

QHH) — max
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Detection in Gaussian Noise

We can obtain a scalar sufficient statistic y (for  on the basis of the observation of r), by
projecting r on the direction of h. Hence, the sufficient statistic y is given by

y=h'r=h' [VJESX+WJ—h2 JEsx+h"w = JE;x+n
S
where n=h"w~ ' (0,N,/2).

2
As the probability density function of y exp _(y P X)

f X) =
given x is equal to ax (Y1X) J7N, N,

the log-likelihood ratio corresponding

fx (Y1X=1)  4yJEs
to y is given by :

LLR(y)=1log =
fyx (Y[ x=-1) N
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Probability error

Furthermore, the thresholdn = P(x = —1)/P(x = 1) equals 1 and logn = 0.
Hence, the MAP rule can be expressed as follows: ’

0.8

Choose x = 1if LLR(y) > e
0. Otherwise, choose x = —1. s

0.2

Using the isotropic property of Gaussian
noise, we readily find the probability of error: s 2 4 S 2

P(e) = P(e|x =1) = P(LLR(y) <0| x =1) = S

:P(y£O|x:1):P(z+JES£O)=P(zzJES):Q[ %
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Remark

MAP detector provides the best performance, but...
...complexity is not suitable for real-time processing!
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x=argmin(y—h"r(x))

channel estimation is necessary

r_hT[v\/7X+W] h'(s+w), hrec"

Least square channel estimation

hQ =sly =h® +s0n, < e Use LS
here (s") s“)> L fori=j; Trhat raeet™ Rot\ yacance
0, for i=j. nanoe! estrnd Lo to
5 yroatio® qa
Q) _p0]? (i) 2 e‘t\'O""‘c-e's
LS error: E[”th —h || }z EUSP n| }: o JUE yariance.
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MMSE solution

We want to improve LS estimation using linear filtration H,,,,,,c. = W - H
and minimalizing expectation of square error

W =argmin E[Hh ~Wh,, HZ}
W

Reasonable question is : why linear filtration is good here?

To answers we need to recall channel model representation in time domain
L

L
h(®) = ) 8(t =) - a; > FFT > H(f) = ) a; - exp(—j - 277 - )

1=1 i=1

L —maximal number of channel delays (taps). We see that frequency representation consists of sum of complex exponents
(harmonics). In theory multiple harmonic estimation is non-linear problem, however if parameters of system was chosen
smartly, correlation between neighbor subcarriers (measure of linear dependency) would quite large.

Coherence bandwidth estimation is : BW,,, ~ L where Trms-F00t mean spread of channel taps. That is why inside BW,,;,

Trms

we could use linear filtration.
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Linear MMSE for ChEst: simple derivation
R A A AN NN ———__  A—AMAAANhNhNhNhNhNhN—N——————-—--°fMhAbhbhhAhAhANhAh AN ————

Assuming that pilot slice that we use inside coherence bandwidth let us solve
i 2
W =argminE| [h-Why[*|, hheC*, wec™™
W

Principle that we use called orthogonalization principle and imply that error of
estimation is not correlated we observed data — meaning that all linear information is
absorbed by filtration
E[(h—W-hj) -hg]=0
h,=h+n
So
E[lh-hi] —-W-E[h;-hi]=0
W = Rppy  Riyeny, = Run - Ry + 07 - D71
We assume here that noise is uncorrelated with channel and equal for all bandwidth

which is true for thermal noise.
Estimation is ready but require some knowledge of R;;, -covariance matrix of the

channel, and also noise variance
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measurements modeling
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=r . T T T .' P ! ! ' =}
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Tikhonov Regularization in Inverse Problem

Each least squares problem has to be regularized. In the linear case,

HX=y+n

we want to solve minimization problem x = [5]

14

[Hx =y, =],

Regularnzation = ON
121

after regularization 1t

[Hx =y, +|x], — min

08¢t

POF

>\ ‘

Regulanzation = OFF
06} “

the solution is 04l

02t

X

6 7 8

X

1
(HHH+FHF)1HHy:£HHH+yI] H'y T S
Rin

How to define Tikhonov matrix I" ?
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QR ML Estimator (example)

QR decomposition often used in MIMO systems

Assuming H has a rank of r, we have: H = QR,

Where Q is an Nxr orthonormal matrix, R is an rxr upper

_ triangular matrix.
Solution:

Since Q is orthonormal, we have:

fy — H¥ [ = [y ~ QR% . ||* =[QQ"y — Ry ) = [@"y ~ Rty [ =
Yo Row Rox - Ror-1) So :

=y Rl =] |- D s

= ML|| = . : T : :
Y., 0] 0] 0 Riyey NS

Can be viewed as an r layer system.
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Probability error

QR ML vs. Linear Detection

100 [

102

—@— Linear Solver
—@— QR ML solver

— — — Linear Solver (orth.channels)

103 '
10 5 0 5 10 15 20

25

Two-state system {-1; +1}
Linear receiver required:

matrix inversion and matrix product
(depends of antenna number)
CPLX: (N3+N2) MUL

ML receiver required:

matrix product times 2N

CPLX: 2NN2 MUL

CPLX*: 2N>n MUL

For system 4x4 e
& Linear: 80 MUL-#B3a
o ML: 256 MUL
% ML-QR: 160 MUL (-37.5%)
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S

SVD

IS very important operation !!!
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Principle of Biorthogonality

H=UAV

Uit H = 07 H # A Hv; =4V,

U=(u, u, ... uy)

to satisfy biorthogonality principle, we require (x,y) = 0

utHv; =ul v, = A4y, =2, (ug, v, )

uiHHVj ::uiuiHVj = M <Ui’Vj>

A{u, v =g {u,v;) = (u,v;)=0.

Page = 37
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Resume

Typical size of the matrix is less 64x64 elements. For such matrix we need
fast algorithms for
% eigenvector decomposition;
** matrix inversion (current baseline is classical Cholesky decomposition
algorithm)

The questions are:
1.Can we define some less complexity algorithm for matrix inversion and
eigenvector calculation than provided baseline algorithms?
2.Do some fast algorithms (approaches) exist in modern linear algebra to
compute such specific matrices?
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Homework

1. Generate Wishart-matrix A, with following parameters of distribution:

Sigma =
1.0000 0.1000 0.1000 0.1000 df = 8 ?
0.1000 1.0000 0.1000 0.1000 Sigma = 0.1*ones(4) + 0.9%eye(4);
0.1000 0.1000 1.0000 0.1000 A = wishrnd(Sigma, df)/df
0.1000 0.1000 0.1000 1.0000

df = 8

2. Set up 2000 samples of equation: 4X4
p ples of eq A, € R

A X, =b, +¢&,, where X, =p,S,, S, €[-1+1];
g, €N(0,0°), pis subject to |A, X, —b,]|

2
2<O'.
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Homework

3. Solve noisy equation sample by sample and define
probability of right solution averaged over all samples.
/I default vector  p, =+ (1111)'

il =1 ()

4. Repeat item #3 for P, = u(kl)- eigenvector of matrix A,,
corresponded to the largest singular value.

5. How stochastic information about additive noise €, |
can be utilized for minimization of error probability?.. ":,
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Homework
R AN ————— NN NN AMANNANANSA—ANNNN—N— NN NN ————

http://lyashev.weebly.com/notes/linear-algebra-issues-in-wireless-communications

|.  Generate 2000 samples of matrix A and keep in memory for all
numerical experiments.

Il. Set mapping vector p (two ways).

Ill.  Map one-bit symbol (-1/+1) from 1x1 to 4x1: X = ps.

V. Compute b = AxX.

V. Add gaussian noise (sigma is variation parameter for analysis):
b’=b +n.

VI. Solve noise equation: Ax’ = b’, that define x’ as estimation value.

VIl. Find a way to define s’ by known p and estimated x’.

VIIl. Check: how many s’=s ?...
P..or = 1 - <right 8’>/ <number of samples>

IX. P, can be defined as function of deviation of noise (sigma).

error

error

Page = 41 Vladimir Lyashev



